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Abstract—In social networks that change with time, an im-
portant problem is the prediction of new links that may
be formed in the future. Existing works on link prediction
have focused only on networks where links are permanent,
an assumption that is not valid in many real world social
networks. In many real world networks, in addition to new
links being created, existing links also get removed. In this
paper, we extend existing link prediction methods and apply a
supervised learning algorithm to networks with non-permanent
links. The results we obtain on Twitter @-mention networks
show that our method performs very well in such networks.

Index Terms—Social Network, Link Prediction, Machine
Learning, Artificial Intelligence

1. Introduction

Social networks are extremely dynamic in nature. Two
basic changes can happen in a social network - addition or
removal of edges, and addition or removal of nodes. The
features that characterize the network change as a conse-
quence of these changes. In addressing the link prediction
problem, we model the evolution of links between the nodes
using features intrinsic to the network [1].

The study of link prediction in social networks is an
important research area with applications in various fields.
For example, social networking websites (such as Twitter,
Facebook and LinkedIn) can give more relevant friend sug-
gestions. In another important application, security agencies
can use knowledge of an existing network to predict links
and monitor future interactions between persons of interest
[2].

Many researchers have worked on this problem using
different approaches such as Markov chains [3], [4] and
statistical relational learning [5]. Liben-Nowell et al. [1]
approached the problem by relating link prediction and
various similarity measures. Subsequent works [6], [7] have
produced better results by using these similarity measures
and applying machine learning techniques.

Most of the previous works focused on networks whose
edges do not get deleted. However, in many real world
social networks, edges are not permanent [8], [9]. Studies by
Dunbar et al. [10] have found that, on average, an individual
has a conflict with a directly connected neighbor in the
network network every 7.2 months, resulting in the link

being broken. So, to apply link prediction methods to such
networks, we need to take into account these links that are
deleted.

Existing works [11], [12] on social networks with non-
permanent edges have considered the problem of creation
and removal of nodes in such social networks. In our work,
the focus is on link prediction and we assume that the set
of nodes remains unchanged [1].

The contribution of this paper is the development of
a link prediction method for social networks where edges
are not permanent; that is, in our network model edges can
either be created or deleted. This model attempts a more re-
alistic representation of a real world social network [8], [9],
[10]. In our model, each edge has a weight associated with
it. This weight decays over time and if it falls below a certain
threshold (6), the edge is deleted. Interactions between nodes
results in the creation of new edges, or strengthens existing
edges. The feature scores (such as similarity measures, path
distance measures etc.) used for link prediction are modified
to take into account the edge weight. Finally, these feature
scores are used to train a supervised learning algorithm and
to predict the creation of edges.

Experiments using Twitter @-reply network [13] have
shown that our method performs significantly better than
existing methods. Our method produces results which are
consistently of high quality, with AUC in the range of 0.79
to 0.87. In comparison, the performance of other existing
methods varies widely, with AUC ranging from 0.53 to 0.83
depending on the network.

In Section 2, we discuss the network and model the
edge decay procedure. In Section 3, we extend the network
feature scores to take the edge weights into consideration.
The link prediction method is described in Section 4; in this
section we also discuss how the training and testing data are
generated, and how class imbalance is handled . We present
the experimental setup, results and analysis in Section 5
and 6. Finally, Section 7 presents concluding remarks.

2. Network Model

In this section, we describe the network model used in
our link prediction method. First we describe the edge aging
model that results in edge deletion.

In a social network, if an edge between nodes (u,v)
existed at time ¢; but no longer exists at some time ¢;, where



t; < tj, the edge (u,v) is said to have been deleted. If
the nodes v and v interact after the edge was deleted, it
will be created again. The term “interact” is used in this
paper to mean an action between two nodes that results in
the formation of an edge between them or increases the
edge weight if an edge already exist. For example, in a
collaboration network, an interaction can be the action of
two researchers collaborating on a research project.

Research by Burt [14] has shown that there is a pattern
to the rate at which edges decay in a social network - new
edges decay faster and older edges decay slower. If § (§ < 1)
is the decay rate (or decay factor) at time ¢ = 0, the decay
rate at time ¢t = 7' is given by, d7 o< 67. This can also be
written as o7 < 0 - dp_1.

We represent the edge weight of (u,v) at time ¢ as
w(u,v,t), which represents the strength of the relationship
between the nodes. So, if w(u,v,t) > w(x,y,t), the node
pair (u,v) has a stronger relationship than (z,y), and the
relationship will survive longer than the one between z
and y [14]. The weight of an edge decreases with time
unless it is reinforced by an interaction. In the absence of
reinforcement, the weight decay is described as

w(u,v,t) = § X w(u,v,t —1).

The edge is deleted when the weight of the relationship
drops below a certain threshold, 6.

Given the network G = (V, E;) at time ¢, we describe
how to obtain G¢11 = (V, Ey11). Between ¢ and (¢ + 1)
some nodes interact with each other, represented by the set
of edges I; 41. The set K is obtained from F; using the
following three steps:

1) Generate
Tiv1 =E UL

2) The weight of each link in 7}4; is calculated to
incorporate the aging as well as reenforcement
represented by Iy ¢4 1:

w(u,v,t+1) =

lf (’LL,’U) S It,t+1
1), if (u,v) & Iti41

3) Edges with weight less than 6 are removed from
Ti41, resulting in Fyy.

This is a more realistic model of real world scenarios
than the ones used in earlier link prediction works, described
in Section 1. Many real world social networks have edges
that are not permanent, and work by Burt [14] has shown
that the edge decay process is a major cause of edge
deletion. In our network model, edges are added as a result
of interactions between nodes, and they can be deleted due
to edge aging.

3. Network Feature Scores

Work by Liben-Nowell et al. [1] has demonstrated
that feature scores based on node similarity and paths

are good predictors of links in unweighted networks.
Subsequent works [6], [7] have shown that using these
network feature scores with supervised learning provide
better predictions in unweighted networks with permanent
links. These feature scores are: Common Neighbor Score,
Preferential Attachment Score, Adamic-Adar Score, Katz
Score, Shortest Path Score and Rooted PageRank. In this
section we describe how these network feature scores are
updated for directed networks, accounting for edge weights.

Notation:

o The set of neighbors of a node u is represented by
I(u).

e In a directed network, a node u has two types of
neighbor sets - neighbors with links that are directed
away from wu, represented by I',(u), and neighbors
with links that are directed towards u, represented
by T';(u).

o« We represent the definitions for the incoming and
outgoing links using one equation with subscript «
that takes two values — o and 3.

o The set of paths of length [ from node w to v is
denoted as p(u,v|l).

In the following subsections we describe extensions of var-

ious feature scores for weighted and directed networks.

3.1. Weighted Common Neighbor Score

In an undirected unweighted network, the Common
Neighbor Score [15] of (u,v) is given by CN(u,v) =
IT'(uw) NT'(v)|. To account for edge weights, this score is
modified to:

CN"(u,v) =

Z w(u, z) + w(v, 2)
2
z€(I'(uw)N(v))

In the case of directed networks, we have two common
neighbor scores based on I', and I';. These Common Neigh-
bor Scores are given by:

CNy(u,v) = |To(u) NTe(v)]

for a =1, 0.
For directed weighted networks, for @ = 17,0, these
scores are:
w(z,u) +w(z,v)
CNY = 1
& (u,v) > 5 )

2€([La(u)NTq (v))
3.2. Weighted Preferential Attachment Score

In an undirected network, the Preferential Attachment
Score [16] is:

PA(u,v) = [T'(u)] - T (v)]



Figure 1. An example graph

In a directed network, the two Preferential Attachment
Scores are:
PAq = Ta(u)] - [Ta(v)]

We can incorporate the edge weights into the Preferential
Attachment Scores using the average weights of the edges
to the neighboring nodes. For an undirected network,

ZZEF(U) w(u, 2) . ZZGF(U) w(v, 2)
T (w)] T'(v)]

and for a directed network,

PAY(u,v) =

EZGI‘Q(U) w(z, u) . Zzel“n(v) w(z,v)
T (u)] Ca(v)]

3.3. Weighted Adamic-Adar Score

PAY (u,v) =

For an undirected network, the Adamic-Adar Score [17]
is:

AA(u,v) =

1
2 log|T'(2)]

z€(T'(w)NT'(v))

For a directed network, it is:

Z 1

AAa ('LL, v) — I
2€(Pa (W)NTa (v)) log|T'o(2)|

To account for edge weights in the Adamic-Adar Score
the neighbor counts are replaced by the sum of the edge
weights. To illustrate this modification, consider the simple
directed network in Fig. 1 in which we attempt to eval-
uate AAY (u,v). Since, I'y(u) N Ty(v) = {d,e} we need
evaluation of the contributions of nodes d and e towards
AAY (u,v),

1
’7(d) = log (w(d’ f) + ’w(d, g) + w(da h))
and
v(e) = ;

respectively. Towards the final value of AAY(u,v) these
contributions of «v(d) and ~(e) must take into account the
average weights of the links to d and e respectively. Thus,
w(u,d) + w(v,d) = w(u,e) +w(v,e)

v(d) (e)
Equation 2 is generalized as follows:

AAY (u,v) =

@)

w(u, z) + w(v, z)
2€(To(w)NTy (v)) 108 (err‘o(z) w(z, x))

Similarly, we can can derive the equation for AAY (u,v).
In the case of a weighted undirected network, we obtain:

AAY (u,v) =

w(u, z) + w(v, 2)

AAY (u,v) =
26(T(w)NT(v)) 108 (erf‘(z) w(z, x))

3.4. Weighted Katz Score

The Katz Score [18] is based on the paths between two
nodes. In an unweighted network, it is given by:

o0
KS(u,0) =" (8- |o(u, o))
=1
where  is the damping factor (0 < 8 < 1).
To take the edge weights into consideration, consider the
network in Fig 1 as an example again. The set of paths from
u to v are:

plu,v[1) =0

p(u,v]2) = {{(u,b), (b,0)}, {(u, c), (¢, v)}}
p(u,v[3) = {{(u,b), (b, a), (a,v)}}

To take the edge weights into consideration, we will
use the sum of average edge weights of each path instead
of simply taking the path length. Then the contribution of
each path set towards K S% (u,v) is:

(1) =50
5 [ wlu,b) +wb,v)  w(u,c)+w(cv)
o) = 2 (et i) wlend ule)
s (w(ub) +w(b,a) + wa,v)
o) =5 ( . )
The Katz Score from node u to v is then given by:
KS"(u,v) =n(1) +n(2) +n(3) ?3)

Equation 3 can be generalized to give us the Weighted
Katz Score:

Z Z(g;7y)6p w(z,y)

KSw(u,v):Zﬁl~ i
=1

pEp(u,v|l)



3.5. Weighted Shortest Path Score

In an undirected and unweighted network, the Shortest
Path score of (u,v) is simply the reciprocal of the length of
the shortest path from u to v. To illustrate extension of the
Shortest Path Score to weighted and directed network, we
consider the network in Fig. 1. In this network, the length
of the shortest path from u to v is 2 and the associated set
of paths of length 2 = [,,,;,, is,

p(u,v]2) = {{(u,b), (b, v)}, {(u, ), (¢,v) }}

Associated with these two paths the set of average link
weights is:

2, 0[2) = {w(u,b) (b, ) wly,e) +wle, 11)}

2 ’ 2

The Shortest Path Score of (u,v) is then given by the
average of the elements of the set p(u, v|2),

(w(u, b) + w(b,v) + w(u, c) + w(c,v))

SPY(u,v) = 1

“

Equation 4 can be generalized as follows:

Epep(uv'”llmin) Z(I,y)Ep w(x’ y)

SPY =
(u,v) i < |0t 0|

3.6. Weighted Rooted PageRank

Nowell et al. [1] proposed an adaptation of the PageRank
measure [19] called Rooted PageRank. In the Rooted PageR-
ank algorithm, we start a random walk starting from a “root”
node. At each step, there is an « probability of the walk
resetting and returning to the root node. The random walk
assumes that all neighboring nodes are equally important,
and are selected uniformly at random.

As described in Section 2, not all edges are equal in a
network that follows the edge aging model. So, we need
to modify the part of the Rooted PageRank algorithm that
handles the selection of the next node. Edges that have
higher weights should have higher probability of being
“walked” compared to edges that have lower weight.

Assume that we are currently at node u, for any node
x € T',(u), the probability of the random walk selecting «
in the next step is given by:

B w(u, x)
p(x) B ZzGFo(u) w(u7 Z) (5)

If we are dealing with an undirected network, we simply
need to replace I',(u) by T'(u) in Equation 5.

4. Link Prediction Method

In this section, we describe our link prediction method
in terms of a classification problem. In the next two subsec-
tions, we describe the training data and testing data, and how
class imbalance is handled. Finally, we highlight some of the
key differences between our method and existing methods.

Link prediction can be approached as a classification
problem using supervised learning [6], [7]. To apply super-
vised learning to link prediction, the network feature scores
are considered as the feature vectors, and a node pair (u,v)
is considered to be in the positive class if there is an edge
between them and in the negative class if there is no edge.

Let G1, G2 and G5 be three snapshots of the network at
time t1, to and t3, respectively, such that ¢; < to < t3. We
calculate the training data F};.q;, from the snapshot G, and
the class labels for the training feature vectors Ct.qi, from
the snapshot G2. Performance of the trained algorithm is
measured using the testing feature vectors, Fi.s;, calculated
from G5 to predict the links in G3.

To clarify the selection of the training and testing set,
if we represent a feature score ¢ between nodes u and v in
snapshot G, by s;(u, v, Gy), and the set of all nodes in the
network by V, then

Ft’rain = {(SI(U,U7G1)732(U7U7G1>7 .. '7Sn(uavaGl))
| V(u,v) : (ue VAveV Au#v)}

Ftest = {(Sl(u,’U, G2)7 SQ(U, v, 02)7 CE) Sn(ua v, GQ))
| V(u,v) : (ue VAveV Au#v)}

Cirain = {class(u,v,Gy) | V(u,v) :
(weVAveVAu#uv)}

where Ej; is the set of edges associated with graph Gy, and

1, if (u,v) € Eg
class(u,v,Gy) = {07 if (u,0) ¢ By

In a graph, the maximum number of potential edges
increases quadratically with the number of nodes. However,
the number of edges in most real world networks is much
smaller. So, the size of the positive class will be much
smaller than that of the negative class.

Prior work on classification of extremely imbalanced
data [20] has shown that good results can be obtained
by using an ensemble of Support Vector Machine (SVM)
classifiers trained with the minority class (in our case the
positive class) and different samples of the majority class.

In the work reported here, we have used SVM to fa-
cilitate better comparison with the previous works, since
most of them also use SVM. We note that machine learning
algorithms other than SVM can also be used.



Suppose the training data is Dy,4i,. Consider its two
components Dy and D_ associated with the positive and
negative class respectively, where |D_| >> |D,|. We
implement the proposed ensemble approach as described
below:

1) To use an ensemble of n SVM classifiers, n samples
[S1,59,...5,] each of size |D,|, are taken from
D_ without replacement.

2) For ¢ = 1,2,...,n, we train the classifier M;
using the sample S; and D, and class membership
represented by 1 for D, and O for S;.

3) Let P; consist of the predictions by classifier
M;,1=1,2,...,n.

4) The predictions Py, P, ... P, are combined using
majority voting to generate the final prediction P.

1 if <i Pi(u,v)> > n/2

=1
0 otherwise

P(u,v) =

In our method, a new edge is predicted between two
nodes u and v if there was no edge between them in G5 and
P(u,v) =1, that is (class(u,v,G3) = 0) A (P(u,v) = 1).

There are three main differences between our method
and existing methods that use supervised learning:

1) The use of three snapshots in our method is dif-
ferent from the earlier works which use two snap-
shots. In our method, GG3 is completely unknown
to the classification algorithm, and it is used only
as ground truth for evaluation. In previous methods
that use only two snapshots, the testing data is gen-
erated from the second snapshot, which is method-
ologically problematic since it can be argued that
testing data was known during the training process.

2) Another difference between earlier methods and our
method arises due to the fact that edges can be
deleted in our network. In previous works, edges
are permanent. So, the node pairs that already have
an edge between them during the training period
are not included in the testing data. As a result,
the earlier methods have a testing data set that is
smaller than the training data set. In our case, edges
in the training period could be deleted in the testing
period. So, we cannot remove them, and the testing
data set and training data set have the same size in
our method.

3) As described in Sections 2 and 3, the network
model used in our method incorporates edge ag-
ing. So, the feature scores we use in our method
depend on edge weights, whereas the feature scores
in earlier methods do not take edge aging into
consideration.

5. Experimental Setup

This section describes how the experimental simulations
were carried out to test our method. The first subsection

describes the dataset used for simulations. In the next sub-
section, we describe the sampling approach used..

5.1. Data set

We use the Twitter @-mention network to test our
method. This network was obtained from the Twitter
Streaming API [13] by observing it for 28 days. It contains
approximately 10° nodes and 1.3 x 107 interactions between
the nodes. Interactions are tweets from one twitter user to
another using the @-username convention. In this network,
each time step is one hour.

In this network, nodes represent the users, and there is
an edge from node w to v if u sends a tweet mentioning v.
Since the tweet is one way, the network is directed.

In the analysis presented below, edges are deleted using
the edge aging model described in Section 2. The parameters
for edge aging are: § = 0.9 and 6 = 0.2. These values were
determined empirically.

To apply our link prediction method, the snapshots
G1=(V,Ey), G = (V, E3) and G3 = (V, E3) are taken at
time ¢; = 336 hours, t5 = 504 hours and t3 = 672 hours,
respectively.

5.2. Data sampling

Since the network has approximately 10° nodes, the
maximum number of potential edges is roughly 10%°.
It is computationally very expensive to execute the
link prediction algorithm over the entire network. So,
we reduce the number of potential edges by selecting
fifteen samples of node sets. Five of these samples
(VP00 V00 1500 117500 /7500 consist of 500 nodes each.
Another five samples (V000 /1000 171000 171000 71000y
have 1000 nodes each, and the remaining five
(V11500) V215007 ‘/315007 ‘/415007 ‘/})1500) consist of 1500
nodes each.

Nodes whose graph distances are smaller are more likely
to form an edge between them compared to those which are
very far away [21], [7]. Hence nodes for each of the sample
sets are selected using a random walk [22] starting from a
random seed node.

6. Results and Analysis

We are not aware of any works on link prediction on
networks where edges are non-permanent. Hence a modified
version of the supervised link prediction methods by Al
Hasan et al. [6], which assumes equal weights for all edges,
is used as a baseline with which to compare the performance
of our method. It should be noted here that Al Hasan’s
method uses some features that do not depend on the
network structure (such as similarity in papers published).
Such features are not considered here.

We denote the predictions made with the baseline
method for sample ¢ by @Q);, and made by our method by
P;.
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Figure 2. ROC curve comparison between our method and baseline method for the different samples. The red solid lines represent the ROC of our method

and the blue dashed lines represent that of the baseline method.

In the datasets with imbalanced classes, the area under
curve (AUC) of the receiver operating curve (ROC) is a
better measure of performance than accuracy [23], [24].
So the prediction made using our method P; is compared
against the baseline method (); using the AUC. The AUCs
of our method (P;) and the baseline (();) for all the fifteen
samples are given in Table 1.

The ROCs for the fifteen samples are shown in Fig.
2. In the figures, the red solid lines represent the ROC
curve obtained using our method, and the blue dashed lines
represent that of the baseline method. It can be observed
that our method outperforms the baseline in all the cases -

and in some cases (Fig 2a, 2d, 2h, 2i and 2l) our method
outperforms the baseline by a very large margin.

Fig 3 shows the box-plot of the AUC of our method
against the baseline method for different sample sizes. The
comparison for the samples with size 500, 1000 and 1500
are shown in Fig 3a, 3b and 3c respectively.

From the box-plot comparison (Fig 3), it can be observed
that the median AUCs of our method are 0.82,0.83 and 0.82
for the samples with 500,1000 and 1500 nodes respec-
tively; and for the baseline, they are 0.74,0.64 and 0.73
respectively. Thus our method has the better median AUC
performance than the baseline.
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TABLE 1. AUC COMPARISON BETWEEN PREDICTION USING OUR
METHOD P; AND THE BASELINE METHOD Q;

Sample AUC of Q; AUC of F;
V00 0.53 0.79
V00 0.83 0.87
V00 0.74 0.82
V00 0.52 0.77
V00 0.78 0.83
VFOOO 0.64 0.83
V1000 0.77 0.89
V4000 0.59 0.80
V1000 0.59 0.76
V000 0.66 0.83
V1500 0.76 0.78
V1500 0.80 0.82
V41500 0.56 0.85
V1500 0.67 0.74
V500 0.73 0.71

It can also be observed that the Inter-Quartile Range
(IQR) of our method is much smaller compared to the base-
line. The IQRs of our method are 0.07,0.08 and 0.1 for the
samples with 500, 1000 and 1500 nodes respectively. For
the baseline method, these values are 0.28,0.13 and 0.17
respectively. This shows that performance of our method is
very consistent compared to the baseline regardless of the
sample size.

7. Conclusion

Link prediction for networks where edges are non-
permanent has not been investigated before. Many such
networks exist in the real world [10], [25]. To account
for this, we used a network model (Section 2) in which
edges can be created or deleted. We updated the network
feature scores (Section 3) to apply to our network model.
This meant taking the edge weights into consideration while
calculating the feature scores. Finally, we use these feature
scores to train a classifier as described in Section 4 and
predict presence or absence of links between nodes in the
next network snapshot.

The experimental results in Section 6 show that the
method we propose in this paper achieves very good per-
formance regardless of the sample size. The AUC of our
method is consistently around 0.80 for all fifteen samples
we tested on. Compared to the baseline algorithm, for which
the AUC varies from 0.53 to 0.83, our method performs very
well.

It is also worth noting that the feature scores in our
method depend on only the network topology. We do not
use any domain knowledge or feature scores external to the
network. Hence it can be applied easily to other networks
that have non-permanent edges.

An area worth further investigation is to extend this
method to use more than three network snapshots. If we
increase the number of snapshots, the data could potentially
provide us with a more detailed picture of how the network
evolves. This might provide more insight that will be helpful
in link prediction. Another new application area is link
prediction in multi-layer social networks with two types of
links: inter-layer links and intra-layer links.
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